Currently with our Azure Cloud server guideline, users are not allowed login to datastage server to check their files. So we decided use Microsoft Azure file share storage account and mount to server, user will be able to upload and download their input/output files to datastage server.  
We have mounted the Azure file share to datastage server. Below provided some screenshot. 
We’ve migrated our existing jobs from datastage 11.5 to V11.7 version and used Azure file share path in the datastage job. When we run the sequencer job, it was getting struck in the middle of some child job finish and it create a lock in UV repository. Until we clear lock, job is struck in that state.
If we try to login to director to check the log, director hangs and we can’t move to any jobs in director. The whole project seems to be hanged. 
In the same migrated job from v11.5 to v11.7, if we provide the local datastage server path instead of Azure mounted file share path, those sequencer jobs are able to finish successfully. 
We noticed, if we create a new fresh datastage job in V11.7 and that uses Azure file share path doesn’t have any issue. The jobs are working fine. 
As of my testing, we face issue with migrated job from V11.5 to v11.7 version using Azure file share path seems to be having issue. 
[bookmark: _GoBack]We have lot of project in v11.5 which need to be migrated to V11.7. Our expectation is once we migrate the job to V11.7 and use the Azure file share path in job, it should run as expected.  
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